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The authors propose new procedures for evaluating direct, indirect, and total effects in multilevel models when all relevant variables are measured at Level 1 and all effects are random. Formulas are provided for the mean and variance of the indirect and total effects and for the sampling variances of the average indirect and total effects. Simulations show that the estimates are unbiased under most conditions. Confidence intervals based on a normal approximation or a simulated sampling distribution perform well when the random effects are normally distributed but less so when they are nonnormally distributed. These methods are further developed to address hypotheses of moderated mediation in the multilevel context. An example demonstrates the feasibility and usefulness of the proposed methods.
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In psychology and other social sciences, hypotheses often concern the causal pathways through which key predictors transmit their effects to specific outcomes. For example, Wei, Mallinckrodt, Russell, and Abrahm (2004) examined the extent to which attachment anxiety and avoidance were related to maladaptive perfectionism and, in turn, depressive mood. Similarly, Catanzaro and Laurent (2004) hypothesized that alcohol expectancies play a role in drinking as a means of coping, which then predicts a number of drinking behaviors. In both of these cases, the causal effects of the original predictor are transmitted at least partially through an intervening variable, as diagrammed in Figure 1. In the diagram, the product of the paths labeled $a$ and $b$ represents the indirect effect of $X$ on $Y$, the path labeled $c'$ represents the direct effect of $X$ on $Y$, and $c = ab + c'$ is the total effect of $X$ on $Y$ (Alwin & Hauser, 1975; Bollen, 1987, 1989). Depending on the pattern of these effects, the variable $M$ may be called a mediator, a suppressor, or simply an intervening variable (MacKinnon, Krull, & Lockwood, 2000). We generally use the terms mediator and mediation to be consistent with the focus of much of the literature on indirect effects, although our exposition also pertains to other patterns of indirect effects.

Within the context of linear regression and path analysis, a number of methods have been proposed for evaluating mediation, and this remains an active area of research (e.g., MacKinnon, Lockwood, Hoffman, West, & Sheets, 2002; MacKinnon, Lockwood, & Williams, 2004; Shrout & Bolger, 2002). Such methods are, however, inappropriate if the analyzed data are actually hierarchical in nature (i.e., composed of two or more nested levels). Two forms of hierarchical data are common in psychological research. First, individuals may be assessed from a number of groups. Individuals are then said to be nested within groups. To the extent that individuals within a group share common experiences, we would expect their scores on the outcome variable to be correlated across members of the group, which violates the independence assumption of many statistical models. Second, repeated observations may be made on the same individuals. In this case, the repeated measurements are said to be nested within individuals. Repeated measurements are typically correlated within persons, which again...
compromises the independence assumption. For both types of hierarchical data, we refer to the lower level as Level 1 and the upper level as Level 2. More than two levels of data are possible, but we restrict our attention to two-level models.

Because the independence assumption is violated for these data structures, multiple linear regression and path analysis will produce biased tests of the effects in the model (Hox, 2002; Kreft & de Leeuw, 1998; Raudenbush & Bryk, 2002). One way to appropriately model such data is to use a multilevel model, also known as a hierarchical linear model or a mixed-effects model. A key advantage of the multilevel model is that it captures the correlations among the Level 1 observations through the estimation of random effects. These random effects can take the form of random intercepts, reflecting differences in the overall level of the outcome variable across Level 2 units; random slopes, reflecting differences in the effects of predictors across Level 2 units; or both. For instance, a multilevel model with a random intercept produces a compound symmetric correlation structure for the Level 1 observations. In addition to the statistical advantages of multilevel models for correlated data, random effects can have quite interesting substantive interpretations. A random slope, for example, indicates that the causal effect of the predictor on the outcome differs over Level 2 units. This may then initiate the search for potential moderators of the effect.

Another important feature of hierarchical data is that predictors can reside at different levels of the data (e.g., individual- vs. group-level characteristics). Given this, mediation in multilevel models may take several forms, as shown in Figure 2 (Kenny, Kashy, & Bolger, 1998; Krull & MacKinnon, 2001). Upper level mediation exists when the effect of a Level 2 predictor on a Level 1 outcome is mediated by another Level 2 predictor (2 → 2 → 1 mediation). Lower level mediation exists when the mediator is a Level 1 variable. In some cases of lower level mediation the effect of a Level 2 predictor is mediated (2 → 1 → 1 mediation), and in other cases the effect of a lower level predictor is mediated (1 → 1 → 1 mediation).

Methods for assessing upper level mediation have been proposed by Raudenbush and Sampson (1999) and Bauer (2003). Krull and MacKinnon (1999, 2001) offered an alternative method applicable to all three types of multilevel mediation that is similar to the causal steps approach of Baron and Kenny (1986) for ordinary regression models. More recently, Pituch, Wittaker, and Stapleton (2005) examined several approaches for testing indirect effects in 2 → 2 → 1 and 2 → 1 → 1 models for cluster-randomized treatment designs.

What all of these approaches hold in common is an assumption that the causal effects are fixed (not random).

Figure 1. Diagram of a simple mediation model. Variables are indicated in boxes: X is the primary predictor, M is the mediator, and Y is the distal outcome variable. Arrows originating from variables indicate hypothesized causal effects. Labels for these effects are indicated next to the arrows. Arrows not originating from variables indicate residuals.

Figure 2. Upper and lower level mediation in a two-level model: Nested frames indicate levels of sampling, boxes indicate variables, arrows without circles represent fixed effects, arrows with circles represent random effects, and arrows not originating from variables indicate residuals.

Raudenbush and Sampson (1999) and Bauer (2003). Krull and MacKinnon (1999, 2001) offered an alternative method applicable to all three types of multilevel mediation that is similar to the causal steps approach of Baron and Kenny (1986) for ordinary regression models. More recently, Pituch, Wittaker, and Stapleton (2005) examined several approaches for testing indirect effects in 2 → 2 → 1 and 2 → 1 → 1 models for cluster-randomized treatment designs.

What all of these approaches hold in common is an assumption that the causal effects are fixed (not random),

1As a reviewer pointed out, one could also consider other forms of mediation for multilevel data. For instance, one might hypothesize that an individual-level predictor affects a group-level mediator, which, in turn, affects a group- or individual-level outcome. In this article, we consider only models in which the causal effects reside at the same level or are transmitted from a higher to a lower level variable.
meaning that the magnitude of the effects is equal for all Level 2 units. In lower level mediation, however, the causal effects can be random because some predictors reside at Level 1. In \(2 \rightarrow 1 \rightarrow 1\) mediation, the effect of the mediator on the outcome may be random; in \(1 \rightarrow 1 \rightarrow 1\) mediation, all three causal effects can be random. These random effects are indicated in Figure 2 as circles on the causal paths. They represent heterogeneity in the causal effects across Level 2 units and may be of considerable substantive interest. For instance, in the empirical analysis to be presented later, we analyze daily diary data to assess whether emotional reactions to pain mediate the relation between physical pain and stress in patients with sickle cell disease (SCD) and whether the strength of mediation differs across participants.

Kenny, Korchmaros, and Bolger (2003) first called attention to the importance of random effects in lower level mediation models, in particular in \(1 \rightarrow 1 \rightarrow 1\) models. Furthermore, they proposed a method for fitting \(1 \rightarrow 1 \rightarrow 1\) models when all three causal pathways are random effects, as depicted in the lower panel of Figure 2. The purpose of the present article is to expand on this prior research to improve the conceptualization and estimation of lower level mediation with random effects in multilevel models. We begin by showing how one can estimate the \(1 \rightarrow 1 \rightarrow 1\) model simultaneously using conventional multilevel or mixed modeling software. We then clarify that, in the presence of random indirect effects, one may be interested in two related but different questions. First, is there heterogeneity in the strength of the indirect, direct, and total effects across units of the population? Second, how precisely can we estimate the average effects in the population? After distinguishing these questions, we proceed to a small simulation study designed to evaluate the quality of the average effect estimates and their confidence intervals (CIs). Next, we extend the model to include predictors of heterogeneity in the indirect and direct effects. Last, we demonstrate the value of estimating and predicting random indirect effects in \(1 \rightarrow 1 \rightarrow 1\) models with an empirical example. Our focus throughout is on the estimation and testing of the indirect, direct, and total effects of the distal predictor on the outcome, not on the broader causal steps approach to mediation outlined by Baron and Kenny (1986).

**Lower Level Mediation Models With Random Indirect Effects**

Loosely following the notation of Kenny et al. (2003), one can write the lower level mediation model depicted in the lower panel of Figure 2 with two Level 1 equations as

\[
M_{ij} = d_{Mj} + a_j X_{ij} + e_{Mij}
\]

\[
Y_{ij} = d_{Yj} + b_j M_{ij} + c_j' X_{ij} + e_{Yij}. \tag{1}
\]

The terms \(e_{Mij}\) and \(e_{Yij}\) are Level 1 residuals for \(M\) and \(Y\), respectively. The other five terms are interpreted similarly to the intercepts and slopes of a standard regression model, with the caveat that each coefficient is random, meaning that the value of the coefficient varies across Level 2 units (as indicated by the \(j\) subscript). That is, the intercepts for \(M\) and \(Y\) are designated \(d_{Mj}\) and \(d_{Yj}\) respectively, the effect of \(X\) on \(M\) is designated \(a_j\), the effect of \(M\) on \(Y\) is designated \(b_j\), and the direct effect of \(X\) on \(Y\) is designated \(c_j'\). The random effects of the model permit heterogeneity in the causal effects. For instance, if Level 1 represents repeated measures, indexed by \(i\), and Level 2 represents persons, indexed by \(j\), then this model can be used to assess how the strength of the hypothesized causal relations among \(X, M,\) and \(Y\) vary across individuals. For simplicity, we assume for the time being that there are no Level 2 predictors of these random effects.

A number of assumptions are required to make the model estimable and ensure that the effects are unbiased. These assumptions are inclusive of those that apply to all multilevel models (as conventionally estimated) but include features that are unique to multivariate multilevel models, such as the lower level mediation model in Equation 1. These unique features are italicized in the following list of assumptions:

1. The predictors are uncorrelated with the random effects (intercepts and slopes) and residuals, both within and across equations (e.g., \(X_{ij}\) must be uncorrelated with \(d_{Mj}\), \(a_j\) and \(e_{Mij}\) and uncorrelated with \(d_{Yj}\), \(b_j\), \(c_j'\), and \(e_{Yij}\)).
2. The residuals \(e_{Mij}\) and \(e_{Yij}\) are each normally distributed with an expected value of zero, and they are uncorrelated with one another. Typically, the residuals for each outcome are assumed to be independent and homoscedastic across \(i\) within \(j\), but these restrictions can and should be relaxed in certain circumstances (e.g., when residuals are expected to autocorrelate with repeated measures). The additional assumption that the residuals are uncorrelated across outcomes is required to identify the effect of \(M\) on \(Y\).
3. The random effects are normally distributed with means equal to the average effects in the population. Although other assumptions are possible, we also assume that

\[\text{Assumption 5.}\]

Another assumption that is sometimes listed for these models is that the predictors are fixed. This assumption seems to present a problem for the model in Equation 1 because \(M\) appears in the second equation as a fixed predictor but also appears in the first equation as a random outcome variable. Like ordinary regression, however, the assumption that the predictors are fixed is unnecessary as long as the predictors are uncorrelated with the errors, as we note in Assumption 1 (Demidenko, 2004, p. 143). We can thus consider \(M\) to be a random variable in both equations. Consequently, we must now assume a distribution for \(M\), namely that it is conditionally normal (conditional on the random effects and \(X\)), as indicated in Assumption 5.
all of the random effects covary with one another. (Note that the random effects of a multilevel model are often expressed in deviation form, with the means subtracted, so that the expected values of the random effects are zero.)

4. The Level 1 residuals are uncorrelated with the random effects both within and across equations (e.g., \( e_M \)) is uncorrelated with \( d_M \), \( a_j \), \( d_{ij} \), \( b_j \), and \( c_j \).

5. Assumptions 2 and 3 imply that the distributions of \( M \) and \( Y \) are conditionally normal. That is, the distribution of \( M \) is normal conditional on \( X \) and the distribution of \( Y \) is normal conditional on \( M \) and \( X \).

We show that Assumption 3 is particularly important for deriving estimates of the indirect effects. We can write Assumption 3 more formally as

\[
\begin{pmatrix}
  d_M \\
  a_j \\
  d_{ij} \\
  b_j \\
  c_j
\end{pmatrix}
\sim N
\begin{pmatrix}
  \sigma_{d_M}^2 & \sigma_{d_Mb_j} & \sigma_{d_Mc_j} \\
  \sigma_{d_Mb_j} & \sigma_{b_j}^2 & \sigma_{b_jc_j} \\
  \sigma_{d_Mc_j} & \sigma_{b_jc_j} & \sigma_{c_j}^2
\end{pmatrix}
\]  \hspace{1cm} (2)

The means of the random effects are designated with the same symbols as the random effects, absent the subscript \( j \) to indicate they are constant over Level 2 units (e.g., \( a \) is the mean of \( a_j \)). These are the fixed effects of the model. The covariance matrix for the random effects captures the non-independence of the observations collected at Level 1 and, together with the variances of the Level 1 residuals, constitutes the variance components of the model. The diagonal elements of this matrix, the variances, characterize heterogeneity in the causal effects of the model across Level 2 units. For instance, \( \sigma^2_{c_j} \) is the variance of the direct effect (\( c_j \)), indicating the extent to which each direct effect differs across Level 2 units. The off-diagonal elements of the matrix capture the covariance among the random effects. For instance, a positive value for \( \sigma_{a_jb_j} \) would indicate that for Level 2 units for which the effect of \( X \) on \( M (a_j) \) is high, the effect of \( M \) on \( Y (b_j) \) is also high.

To examine lower level mediation, Kenny et al. (2003) estimated each Level 1 model in Equation 1 separately. Unfortunately, this two-step approach sacrifices some important information. First, one cannot estimate directly the covariance of random effects residing in different Level 1 models, including all of the elements enclosed in the dotted square in Equation 2. As we show, this makes it difficult to capture the dispersion of the indirect and total effects of the model. Kenny et al. (2003) proposed an ad hoc solution to the problem that involved estimating ordinary least squares regression models for \( M \) and \( Y \) separately for each unit \( j \), collecting the slope estimates, and then calculating the sample covariance of the slope estimates. They acknowledged, however, that this was not an optimal strategy. A second limitation of the two-step approach is that the asymptotic covariance matrix of the model estimates is similarly incomplete. This matrix captures the sampling variability in the estimates, and some of its missing elements are needed to capture the standard errors of the average indirect and total effects in the model.

The solution that we propose is to formulate the model with a single Level 1 equation through the use of selection (or indicator) variables. Researchers have used this strategy in the past to aid in the estimation of other kinds of multivariate multilevel models (e.g., MacCallum, Kim, Malarey, & Kiecolt-Glaser, 1997), and it is equally useful in this context. The basic idea is to form a new outcome variable— for instance, \( Z \)— by stacking \( M \) and \( Y \) for each unit \( i \) within \( j \). This single outcome variable allows us to fit a “multivariate” model using univariate multilevel modeling software. To distinguish the two variables stacked in \( Z \), we also create two selection variables—for instance, \( S_M \) and \( S_Y \). The variable \( S_M \) is set equal to 1 when \( Z \) refers to \( M \) and is 0 otherwise. Similarly, the variable \( S_Y \) is set equal to 1 when \( Z \) refers to \( Y \) and is 0 otherwise. We retain the variables \( X \) and \( M \) in the new data set, as they are needed as predictors of \( Z \). An example of this data rearrangement is presented in Figure 3.

The purpose of rearranging the data in this fashion is that we can now specify the lower level mediation model with a single equation:

\[
Z_{ij} = S_M(d_M + a_jX_{ij}) + S_Y(d_{ij} + b_jM_{ij} + c_j'X_{ij}) + e_{Zij} \hspace{1cm} (3)
\]

Notice that the two selection variables essentially toggle from the model for \( M \) to the model for \( Y \) in Equation 3. For instance, when \( Z \) is a value of \( M \), then \( S_M = 1 \) and \( S_Y = 0 \), and Equation 3 simplifies to \( Z_{ij} = d_M + a_jX_{ij} + e_{Zij} \). This is the model for \( M \) from Equation 1. Similarly, when \( Z \) is a value of \( Y \), then \( S_Y = 1 \) and \( S_M = 0 \), and Equation 3 simplifies to \( Z_{ij} = d_{ij} + b_jM_{ij} + c_j'X_{ij} + e_{Zij} \), or the model for \( Y \) from Equation 1. Thus, although we have stacked \( Y \) and \( M \) into a single dependent variable for the purpose of

---

3 A reviewer correctly noted that the unconditional joint distribution of \( M \) and \( Y \) would not be normal, given the contribution of the \( a_jb_j \) product to \( Y \). However, it is important to note that the conditional distribution of \( M \) given \( X \) and \( Y \) given \( M \) and \( X \) can still be normal and that it is this conditional distribution for which normality is assumed. Although this assumption is common to all linear multilevel models, it may often be unrealistic in practice. Therefore, in our simulation study, we consider the consequences of violating this assumption when the random effects are nonnormally distributed.
fitting the model, the two outcomes continue to be distinguished in the model equations by the selection variables. The key is to “trick” the software into estimating a multivariate system of equations through the creation of a single outcome variable \(Z\). Given this set-up, one can estimate the entire model simultaneously using conventional software for univariate multilevel models. The resulting output includes the full covariance matrix of the random effects and the full asymptotic covariance matrix of the fixed effects estimates and variance components, both of which are critical for our next developments. To summarize to this point, we note that by using the selection variable approach, we can estimate the complete lower level mediation model simultaneously, providing all of the necessary information for evaluating the hypothesized causal effects of the model. We now turn to methods for quantifying and testing variability in these causal effects.

### Evaluating Random Indirect and Total Effects in Multilevel Models

In this section, we consider two related questions: Given the presence of random effects in a lower level mediation model, how does one quantify variability in the indirect and total effects across Level 2 units of the population, and how does one obtain CIs for the average indirect and total effects? Although these are related questions, they are quite different in purpose. For the first question, we are interested in variability across Level 2 units (i.e., heterogeneity in causal effects). For the second question, we are interested in variability in our estimates of the average effects across Level 2 units (i.e., the precision of the average causal effects). This distinction is analogous to the difference between the standard deviation of a variable and the standard error of its mean. We now present the technical details for evaluating each question. Additional details on the derivation of the results presented in this section are provided in the Appendix. Readers who wish to see only the conclusions of these developments can skip to the Summary of Procedures subsection.

### Investigating Heterogeneity in Causal Effects

The first question concerns how to characterize heterogeneity in the causal effects over Level 2 units. Let us consider the indirect effect first. The indirect effect for a given unit \(j\) is \(a_jb_j\). As Kenny et al. (2003) noted, because \(a_j\) and \(b_j\) are not necessarily independent, the expected value or average of \(a_jb_j\) is (Goodman, 1960, p. 712):

\[
E(a_jb_j) = E(a_j)E(b_j).
\]
As such, the average indirect effect in the population is a function of the average effect of \(X\) on \(M\) (or \(a\)), the average effect of \(M\) on \(Y\) (or \(b\)), and the covariance between the two random effects (or \(\sigma_{a,b}\)). One interesting implication of this formula is that even if \(a\) and \(b\) are zero, the average indirect effect can be nonzero through the contribution of \(\sigma_{a,b}\). We note that this formula does not require any assumptions on the distributions of the random effects (Kendall & Stuart, 1969, p. 283).

Making the assumption that \(a_j\) and \(b_j\) are normally distributed, Kenny et al. (2003) showed that the variance of \(a_j b_j\) is

\[
\text{Var}(a_j b_j) = b^2 \sigma_a^2 + a^2 \sigma_b^2 + 2ab \sigma_{a,b} + \sigma_{a,b}^2. \tag{6}
\]

This variance quantifies heterogeneity in the strength of the indirect effect at Level 2. This value may be of considerable interest, as it indicates the extent to which the indirect effect of \(X\) on \(Y\) varies across the Level 2 sampling units. Similarly, Kenny et al. (2003) noted that the average total effect, \(a_j b_j + c_j\), can be expressed as

\[
E(a_j b_j + c_j) = ab + \sigma_{a,b} + c'. \tag{7}
\]

Again with the assumption of normality of the random effects, the variance of the random total effect can be expressed as

\[
\text{Var}(a_j b_j + c_j) = b^2 \sigma_a^2 + a^2 \sigma_b^2 + \sigma_a^2 \sigma_b^2 + 2ab \sigma_{a,b} + \sigma_{a,b}^2 + 2b \sigma_{a,c} + 2ab \sigma_{a,c}. \tag{8}
\]

This variance, in turn, quantifies heterogeneity at Level 2 in the strength of the total effect.

One nice property of maximum likelihood estimation, the typical method for fitting multilevel models, is that any function of maximum likelihood estimates (MLEs) is itself an MLE (Raudenbush & Bryk, 2002, p. 52). As such, we can obtain MLEs for the quantities in Equations 5 through 8 by inserting the estimates from the fitted model in place of their population values. The simultaneous modeling approach we have described generates all of these estimates from a single model. Of particular interest may be the estimated average indirect and total effects, which we can obtain by inserting the model estimates into Equations 5 and 7. Our second question is concerned with the precision of these estimated average indirect and total effects.

Quantifying the Precision of the Estimated Average Causal Effects

We begin by emphasizing that Equations 6 and 8 capture heterogeneity in the indirect effects and total effects in the population of Level 2 units.\(^4\) If we are instead interested in the precision of the estimated average indirect effect, \(\hat{a} \hat{b} + \hat{\sigma}_{a,b}\), and estimated average total effect, \(\hat{a} \hat{b} + \hat{\sigma}_{a,b} + \hat{c}'\), then we can calculate the sampling variances of these estimates as

\[
\text{Var}(\hat{a} \hat{b} + \hat{\sigma}_{a,b}) = b^2 \text{Var}(\hat{a}) + a^2 \text{Var}(\hat{b}) + \text{Var}(\hat{a}) \text{Var}(\hat{b}) + 2ab \text{Cov}(\hat{a}, \hat{b}) + \text{Cov}(\hat{a}, \hat{b})^2 + \text{Var}(\hat{\sigma}_{a,b}). \tag{9}
\]

and

\[
\text{Var}(\hat{a} \hat{b} + \hat{\sigma}_{a,b} + \hat{c}') = b^2 \text{Var}(\hat{a}) + a^2 \text{Var}(\hat{b}) + \text{Var}(\hat{a}) \text{Var}(\hat{b}) + 2ab \text{Cov}(\hat{a}, \hat{b}) + \text{Cov}(\hat{a}, \hat{b})^2 + \text{Var}(\hat{\sigma}_{a,b}) + 2b \text{Cov}(\hat{a}, \hat{c}') + 2a \text{Cov}(\hat{b}, \hat{c}') + \text{Var}(\hat{\sigma}_{a,b}). \tag{10}
\]

The variances and covariances in these equations (designated \(\text{Var}\) and \(\text{Cov}\)) represent the asymptotic sampling variances and covariances of the fixed effect estimates \(\hat{a}, \hat{b}\), and \(\hat{c}'\) and the covariance estimate \(\hat{\sigma}_{a,b}\).

In practice, one must replace the population values in Equations 9 and 10 with their sample estimates (the model estimates and estimated asymptotic variances and covariances of the estimates) to obtain the estimated sampling variances of the average direct and indirect effects. Most multilevel or mixed modeling software programs provide an option to output the estimated variance−covariance matrix of the model estimates. Note that only by estimating the full model simultaneously can one estimate covariances between fixed effects residing in different equations—for example, \(\text{Cov}(\hat{a}, \hat{b})\) and \(\text{Cov}(\hat{a}, \hat{c}')\).

To make inferences concerning the average indirect and total effects, we can form CIs for the estimates. One method for constructing CIs assumes normality for the sampling distributions of the estimates. Under this assumption, 95% CIs for the average indirect effect and average total effect are obtained as

\[
(\hat{a} \hat{b} + \hat{\sigma}_{a,b}) \pm 1.96 \sqrt{\text{Var}(\hat{a} \hat{b} + \hat{\sigma}_{a,b})}, \tag{11}
\]

and

\[
(\hat{a} \hat{b} + \hat{\sigma}_{a,b} + \hat{c}') \pm 1.96 \sqrt{\text{Var}(\hat{a} \hat{b} + \hat{\sigma}_{a,b} + \hat{c}')} , \tag{12}
\]

where \(\pm 1.96\) is the critical value of the \(z\) distribution and \(\text{Var}\) is used to indicate the estimated sampling variance obtained when the sample-based estimates are inserted into

\(^4\) Kenny et al. (2003) sometimes interpreted these equations to give the sampling variances of the estimated average indirect and total effects.
Equation 9 or 10. Alternatively, one could perform a null hypothesis test by forming the critical ratio of each estimate to its standard error and comparing the result with the critical value of the z distribution. In either case, the assumption of normality for the sampling distributions will not hold exactly, given that \( \hat{ab} \) is a product of normally distributed estimates (and hence will not be normal). The deviation from normality may be small enough, however, that the CIs or significance tests will still be reasonably accurate.

An alternative method for constructing CIs that may hold promise is the Monte Carlo (MC) method of MacKinnon et al. (2004). In this approach, the sampling distribution for the effect of interest is not assumed to be normal and is instead simulated from the model estimates and their asymptotic variances and covariances (a form of parametric bootstrapping). For instance, to simulate the sampling distribution of the average indirect effect, one would define a multinormal distribution with means equal to \( \hat{a}, \hat{b}, \) and \( \hat{\sigma}_{a,b} \) and covariance matrix equal to the estimated covariance matrix of these estimates. One would then take random values from this multinormal distribution and plug them into Equation 5 to compute the average indirect effect. Collecting the results over many draws provides a simulated sampling distribution for the average indirect effect. One would then obtain confidence limits for the average indirect effect by taking the corresponding percentiles of this simulated sampling distribution (e.g., 2.5th and 97.5th for a 95% CI). The advantage of this approach is that it does not assume normality for the sampling distributions of the average indirect and total effects.

Summary of Procedures

In conclusion, when one estimates lower level mediation models with random effects, interest may center on both the average causal effects and potential heterogeneity in these causal effects across the Level 2 units of the population. The average indirect and total effects can be computed via Equations 5 and 7. Estimates obtained from these equations indicate the strength of the indirect and total effects for an average Level 2 unit in the population. Allowing the indirect and total effects to be random, however, also implies that there is variability about these average values across Level 2 units. This heterogeneity in the strength of the indirect and total effects in the population can be characterized by the variance formulas given in Equations 6 and 8. Therefore, for instance, the variance obtained from Equation 6 indicates the extent to which the magnitude of the indirect effect differs across Level 2 units.

We have also suggested two possible ways to make inferences for the average indirect and total effect estimates. In the first approach, the standard errors of the average indirect and total effects are computed as the square roots of Equations 9 and 10. One can then use these standard errors to form CIs (or significance tests) by assuming that the estimates of the average indirect and total effects have normal sampling distributions, as shown in Equations 11 and 12. A second approach is to simulate the sampling distributions of the average indirect and total effects. This second approach is more difficult to implement, but it has the advantage that the simulated sampling distributions of the average indirect and total effect estimates will have the theoretically correct (nonnormal) forms. Both tests are implemented in a SAS macro available on the Web at http://dx.doi.org/10.1037/1082-989X.11.2.142.supp. Given the trade-offs involved, we now turn to a comparison of the performance of these two alternative procedures for making inferences about the average indirect and total effects.

Performance With Simulated Data

As a preliminary investigation of the accuracy of the estimates and CIs just described, we conducted a modest simulation study based on the example presented in Kenny et al. (2003, pp. 122–123). In their example, the random intercept for the \( M \) equation, \( d_{M0} \), had a mean of 0 and a variance of .6, and the random intercept for the \( Y \) equation, \( d_{Yi} \), had a mean of zero and a variance of .4. These two random effects were normally distributed and were uncorrelated with each other and with the other random effects in the model. For the \( M \) equation, the Level 1 residual variance was set to \( \sigma_{e_{M}}^2 = .65; \) for the \( Y \) equation, it was set to \( \sigma_{e_{Yi}}^2 = .45. \) The causal paths were simulated as follows: \( a_{j} \) and \( b_{j} \) were both normally distributed with means of \( a = b = .6 \) and variances of \( \sigma_{a_{j}}^2 = \sigma_{b_{j}}^2 = .16 \) and \( c'_{j} \) was normally distributed with a mean of \( c' = .2 \) and a variance of \( \sigma_{c'_{j}}^2 = .04. \) The covariance between \( a_{j} \) and \( b_{j} \) was \( \sigma_{a_{j}b_{j}} = .113, \) yielding a correlation of .706. Neither \( a_{j} \) nor \( b_{j} \) was correlated with \( c'_{j}. \) Last, the predictor \( X \) was simulated from the equation \( X_{ij} = \bar{X}_{j} + e_{Xij}, \) where \( \bar{X}_{j} \sim N(0, 1) \) and \( e_{Xij} \sim N(0, 1). \)

To generate our own simulated data, we used this model as a base from which we varied four design factors. In varying these factors, we focused specifically on how they might influence the average indirect effect estimate, as this effect is typically of most interest (results differed little for the average total effect). We chose the first two factors of the simulation study to manipulate the effect size of the average indirect effect as expressed in Equation 5. First, the magnitude of the \( a \) and \( b \) parameters was set to either \( a = b = .3 \) or \( a = b = .6 \). The higher values for \( a \) and \( b \) are identical to those used by Kenny et al. (2003), whereas the lower values are close to the smaller effect sizes considered by Krull and MacKinnon (2001) for similar models. The second design factor was the magnitude of the covariance between \( a_{j} \) and \( b_{j}. \) This parameter was set to one of three values, \( \sigma_{a_{j}b_{j}} = -.113, 0, \) or .113 (correlations of -.706,
The next two design factors manipulated the total sample size. We first set the number of Level 2 units to \( N = 25, 50, 100, \) or 200. We then set the number of observations per Level 2 unit to \( n_j = 4, 8, 16, \) or 32. These sample sizes are consistent with those used by Krull and MacKinnon (2001). The final design factor concerned the distributions of the random effects \( a_j \) and \( b_j \). To evaluate the robustness of the estimates, we simulated \( a_j \) and \( b_j \) either from normal distributions or from \( \chi^2(3) \) distributions, having skew 1.63 and kurtosis 4.

Together, these four factors combined to yield 144 conditions in a fully factorial design. In addition, to investigate Type I errors, we simulated supplemental data where \( a = b = 0 \) and \( \sigma_{a,b} = 0 \) at each sample size and for both distributional conditions, which resulted in an additional 24 conditions. Within each cell of the design, we simulated 500 samples of data, which resulted in a total of 84,000 replications (further details on the data generation are available from Daniel J. Bauer on request). We then fitted the model specified in Equation 4 to each data set using SAS PROC MIXED with the restricted maximum likelihood estimator.

We now consider four aspects of the results in turn. First, given the complexity of the model, we evaluate potential problems of estimation by examining the rate of model nonconvergence and boundary solutions (e.g., solutions for which a variance estimate is constrained to zero because it would otherwise become negative). Second, we consider under what conditions the estimate of the average indirect effect is appreciably biased. As part of this evaluation, we consider potential bias in the estimate of \( \sigma_{a,b} \) in particular, as we could not estimate this part of the average indirect effect directly using the previous two-step approach (but it is provided by the simultaneous modeling approach advocated here). Third, we examine Type I error rates for the null hypothesis test of the average indirect effect. Last, we compare the coverage rates and power of CIs constructed with the normal approximation and the MC method.

### Difficulty of Estimation

The outcome of fitting each model was categorized as either nonconverged, a boundary solution, or an unconstrained (nonproblematic) solution. Boundary solutions were defined as solutions in which one or more random effect was constrained to have a variance of zero or the correlation between two random effects was constrained to be 1 to obtain a solution in which all estimates attained permissible values. Though constraints to boundary values do not invalidate the model results, they are typically seen as an undesirable result and suggest that the available data are not sufficient to support the complexity of the model. It is not surprising that the results shown in Table 1 indicate that as the sample size increased, by increased \( N \) or \( n_j \), fewer replications resulted in nonconvergence and more replications produced unconstrained solutions. The two sample size factors did not have an equal influence, however. Given a finite number of total observations, the model becomes more stable if there are more observations per Level 2 unit at the expense of the number of Level 2 units. For instance, with 800 possible observations, setting \( n_j = 16 \) and \( N = 50 \) resulted in 92% unconstrained solutions, setting \( n_j = 8 \) and \( N = 100 \) resulted in 87% unconstrained solutions, and setting \( n_j = 4 \) and \( N = 200 \) resulted in 78% unconstrained solutions. In addition to these results, small effects of the other factors were also observed: The models were more likely to produce unconstrained solutions if all of the random effects were normally distributed, if the \( a \) and \( b \) values were small (.3), and if the covariance of \( a_j \) and \( b_j \) was zero. The latter effect can be understood as a consequence of the population value for the corresponding correlation being farther away from the boundary values of \( -1 \) and 1. Why smaller values of \( a \) and \( b \) produced more unconstrained solutions is less clear.

### Bias of the Estimate

We next evaluated the bias of the average indirect effect estimate. Bias was computed as the difference between the mean estimate and the corresponding population value. The average indirect effect in the population was computed from the true parameter values and Equation 5. Across all 144 conditions in the factorial design, the mean bias for the average indirect effect estimate was \(-.001\), with a minimum of \(-.076\) and a maximum of \(.027\). Further, the absolute bias was less than \(.01\) in all but 18 conditions. These 18 conditions included 14 conditions with nonnormal random effects and 9 conditions with the minimum total sample size of \( N = 25 \) and \( n_j = 4 \). A similar evaluation of the bias in the covariance estimate for \( a_j \) and \( b_j \) revealed that, across the 144 conditions, the mean bias was \(.0002\), with a minimum of \(-.033\) and a maximum of \(.041\). The absolute bias was less than \(.01\) in all but 12 conditions, all of which were conditions for which \( n_j = 4 \). Ten of the 12 conditions included nonnormal random effects, and 7 of the 12 conditions had the minimum number of Level 2 units (\( N = 25 \)).

Overall, these results indicated that the estimate of the average indirect effect (and the covariance estimate for \( a_j \) and \( b_j \))
and $b_j$ was largely unbiased except for a few of the non-normal random effects or very small sample conditions. It is noteworthy that these are also the conditions for which it was difficult to estimate the model, which provides converging evidence that we need larger samples to obtain reliable results.

**Type I Errors**

Using the 24 supplementary cells of the simulation design for which the population value of the average indirect effect was zero, we next considered the Type I error rates for tests of the average indirect effect (setting the nominal error rate at 5%). We calculated 95% CIs using the normal approximation in Equation 11 and the MC method of MacKinnon et al. (2004). The latter method involved taking 50,000 random draws from the estimated sampling distribution of the estimates (i.e., the multivariate normal sampling distribution of $\hat{a}$, $\hat{b}$, and $\hat{\sigma}_{a,b}$), calculating Equation 5 for each draw, and then computing the 2.5th and 97.5th percentiles of the resulting values. Both the normal approximation and the MC method require an estimate of the covariance matrix of the fixed effects (e.g., $a$ and $b$). Typically, one computes these values by taking the inverse of the information matrix for the estimates. For multilevel models, however, this procedure is known to underestimate the sampling variability of the fixed effect estimates because the variance components of the model are treated as known (when they are, in fact, estimated). Kackar and Harville (1984) provided a method for inflating the elements of the covariance matrix of the fixed effects to correct for this bias. We compare the CIs we obtained by using the default covariance matrix of the fixed effects versus the inflated Kackar–Harville (K-H) covariance matrix of the fixed effects. To do so, we calculated Type I error rates as the percentage of replications in which the 95% CI for the average indirect effect failed to cover zero.

### Table 1

*Result of Fitting the Lower Level Mediation Model With Random Causal Effects as a Function of the Number of Level 2 Units (N) and the Number of Level 1 Units Within Each Level 2 Unit ($n_j$)*

<table>
<thead>
<tr>
<th>Observations</th>
<th>Failed to converge (%)</th>
<th>Boundary solution (%)</th>
<th>Unconstrained solution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 25$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n_j = 4$</td>
<td>93.03</td>
<td>4.90</td>
<td>2.07</td>
</tr>
<tr>
<td>$n_j = 8$</td>
<td>56.63</td>
<td>23.10</td>
<td>20.27</td>
</tr>
<tr>
<td>$n_j = 16$</td>
<td>16.18</td>
<td>23.02</td>
<td>60.80</td>
</tr>
<tr>
<td>$N = 50$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n_j = 4$</td>
<td>54.70</td>
<td>26.93</td>
<td>18.37</td>
</tr>
<tr>
<td>$n_j = 8$</td>
<td>13.93</td>
<td>28.10</td>
<td>57.97</td>
</tr>
<tr>
<td>$n_j = 16$</td>
<td>1.18</td>
<td>6.72</td>
<td>92.10</td>
</tr>
<tr>
<td>$N = 100$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n_j = 4$</td>
<td>16.52</td>
<td>34.13</td>
<td>49.35</td>
</tr>
<tr>
<td>$n_j = 8$</td>
<td>1.80</td>
<td>10.97</td>
<td>87.23</td>
</tr>
<tr>
<td>$n_j = 16$</td>
<td>0.37</td>
<td>0.67</td>
<td>98.97</td>
</tr>
<tr>
<td>$N = 200$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n_j = 4$</td>
<td>2.50</td>
<td>19.52</td>
<td>77.98</td>
</tr>
<tr>
<td>$n_j = 8$</td>
<td>0.58</td>
<td>1.70</td>
<td>97.72</td>
</tr>
<tr>
<td>$n_j = 16$</td>
<td>0.27</td>
<td>0.00</td>
<td>99.73</td>
</tr>
</tbody>
</table>

*Note.* Results are collapsed over conditions that vary in the population parameter values and in the distributions of the random effects (normal or nonnormal).
CI Coverage Rates

Coverage rates for the CIs are presented in Table 4 by sample size and in Table 5 by the magnitude of the parameter values in the population model. Consistent with the results on Type I errors, the CIs were too wide in the smallest sample condition ($N/H_1 = 25$, $n_j/H_1 = 4$) when the random effects were normal. Outside of this condition, however, the CIs actually tended to be too narrow, producing slightly lower than 95% coverage of the true population parameter values. The dominant factor determining the coverage rates of the CIs was the distribution of the random effects. In general, regardless of the method for computing the CIs, the coverage rates hovered around 94% when the random effects were normally distributed and dropped to about 90% when the random effects were nonnormally distributed. The lower coverage rates for the nonnormal conditions reflected a general underestimation of the sampling variances of all of the estimates in the model.

Tables 4 and 5 also point to some clear differences between methods for computing the CIs. Across replications, the CIs constructed via Equation 11 performed slightly better than those computed via the MC method. This advantage of the normal approximation method was seen for 105 of 144 conditions (73%) but was stronger when the random effects were nonnormal. Additionally, Tables 4 and 5 show that the K-H covariance matrix of the fixed effects produced CIs with better coverage rates. Overall, we attained the best coverage rates by combining the normal approximation of Equation 11 with the K-H procedure. The MC method with the K-H procedure performed nearly as well.

Finally, Tables 4 and 5 indicate that the effect of nonnormal random effects on the coverage rates of the CIs was moderated by several factors. First, the coverage rates were slightly better at the smallest sample sizes (low $N$ combined with low $n_j$). Second, the coverage rates were least affected by nonnormality when the covariance of the random effects

### Table 2

*Type I Error Rates: Normal Random Effects*

<table>
<thead>
<tr>
<th>Condition</th>
<th>Replicationsa</th>
<th>Normal approximation</th>
<th>Monte Carlo method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Usual covb</td>
<td>K-H covc</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 25$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. $n_j = 4$</td>
<td>70</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2. $n_j = 8$</td>
<td>337</td>
<td>2.97</td>
<td>2.97</td>
</tr>
<tr>
<td>3. $n_j = 16$</td>
<td>484</td>
<td>2.48</td>
<td>2.48</td>
</tr>
<tr>
<td>$N = 50$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. $n_j = 4$</td>
<td>351</td>
<td>4.27</td>
<td>4.27</td>
</tr>
<tr>
<td>5. $n_j = 8$</td>
<td>486</td>
<td>3.70</td>
<td>3.70</td>
</tr>
<tr>
<td>6. $n_j = 16$</td>
<td>500</td>
<td>3.20</td>
<td>3.20</td>
</tr>
<tr>
<td>$N = 100$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. $n_j = 4$</td>
<td>482</td>
<td>4.98</td>
<td>4.98</td>
</tr>
<tr>
<td>8. $n_j = 8$</td>
<td>499</td>
<td>4.41</td>
<td>4.41</td>
</tr>
<tr>
<td>9. $n_j = 16$</td>
<td>500</td>
<td>6.00</td>
<td>6.00</td>
</tr>
<tr>
<td>$N = 200$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. $n_j = 4$</td>
<td>500</td>
<td>4.00</td>
<td>4.00</td>
</tr>
<tr>
<td>11. $n_j = 8$</td>
<td>500</td>
<td>6.00</td>
<td>6.00</td>
</tr>
<tr>
<td>12. $n_j = 16$</td>
<td>500</td>
<td>4.80</td>
<td>4.60</td>
</tr>
<tr>
<td>Collapsing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 through 12</td>
<td>5,209</td>
<td>4.24</td>
<td>4.22</td>
</tr>
<tr>
<td>2 through 12</td>
<td>5,139</td>
<td>4.30</td>
<td>4.28</td>
</tr>
<tr>
<td>4 through 12</td>
<td>4,318</td>
<td>4.61</td>
<td>4.59</td>
</tr>
</tbody>
</table>

Note. Results are presented by the number of Level 2 units ($N$) and the number of Level 1 units per Level 2 unit ($n_j$). The nominal Type I error rate was set at 5%.

a Number of replications resulting in a converged solution from which Type I error rates were calculated (out of 500, except for results collapsed over conditions). b Covariance matrix of $a$ and $b$ estimated by the inverse of the information matrix. c Covariance matrix of $a$ and $b$ estimated by the method of Kackar and Harville (1984).
was zero, because of bias in the estimate of the covariance when it was not zero. As would be expected, this effect was greatest when the \( a \) and \( b \) parameters were small (reflecting the then proportionally larger contribution of the covariance to the expected value). In contrast, these same factors minimally affected the coverage rates when the random effects were all normally distributed.

**Power**

To evaluate power, we calculated the proportion of replications with CIs for the average indirect effect excluding zero for each of the 144 cells in the factorial design. The results were consistent with the CI coverage rates. Because the K-H procedure necessarily results in larger estimates of sampling variability, this procedure produces wider CIs and, hence, lower power. Across conditions, however, the average loss in power due to the use of the K-H procedure never exceeded .0022 for either the normal approximation or the MC method. Similarly, because the MC method produced consistently narrower CIs than the normal approximation method, the MC method also resulted in superior power in 136 of the 144 conditions in the simulation study (94.4%). These differences in power were, however, also quite small, never differing by more than .0045.

**Summary**

In total, both the normal approximation method and the MC method for constructing CIs performed well when the random effects were normally distributed and the K-H procedure was used to estimate the sampling covariance matrix of the fixed effects. Between the two, the MC method was slightly more powerful and attained nominal Type I error rates at smaller sample sizes but also had slightly lower CI coverage rates. When the random effects were nonnormal, effect estimates remained unbiased in most cells of the design, but the CIs did not have accurate coverage rates. One exception was when the null hypothesis was true, in which case the CIs covered zero approximately 95% of the time, yielding roughly 5% Type I error rates, except in the smallest samples. We now turn to a slightly more compli-

<table>
<thead>
<tr>
<th>Condition</th>
<th>Replications(^a)</th>
<th>Normal approximation</th>
<th>Monte Carlo method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Usual cov(^b)</td>
<td>K-H cov(^c)</td>
</tr>
<tr>
<td>(N = 25)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. (n_j = 4)</td>
<td>22</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2. (n_j = 8)</td>
<td>198</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td>3. (n_j = 16)</td>
<td>435</td>
<td>2.07</td>
<td>2.07</td>
</tr>
<tr>
<td>(N = 50)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. (n_j = 4)</td>
<td>205</td>
<td>1.46</td>
<td>1.46</td>
</tr>
<tr>
<td>5. (n_j = 8)</td>
<td>450</td>
<td>4.67</td>
<td>4.44</td>
</tr>
<tr>
<td>6. (n_j = 16)</td>
<td>495</td>
<td>4.65</td>
<td>4.65</td>
</tr>
<tr>
<td>(N = 100)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. (n_j = 4)</td>
<td>428</td>
<td>5.14</td>
<td>5.14</td>
</tr>
<tr>
<td>8. (n_j = 8)</td>
<td>495</td>
<td>3.43</td>
<td>3.43</td>
</tr>
<tr>
<td>9. (n_j = 16)</td>
<td>500</td>
<td>4.20</td>
<td>4.20</td>
</tr>
<tr>
<td>(N = 200)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. (n_j = 4)</td>
<td>497</td>
<td>4.83</td>
<td>4.63</td>
</tr>
<tr>
<td>11. (n_j = 8)</td>
<td>500</td>
<td>4.00</td>
<td>4.00</td>
</tr>
<tr>
<td>12. (n_j = 16)</td>
<td>500</td>
<td>4.60</td>
<td>4.60</td>
</tr>
<tr>
<td>Collapsing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 through 12</td>
<td>4,725</td>
<td>3.92</td>
<td>3.87</td>
</tr>
<tr>
<td>5 through 12</td>
<td>3,865</td>
<td>4.42</td>
<td>4.37</td>
</tr>
</tbody>
</table>

*Note.* Results are presented by the number of Level 2 units (\(N\)) and the number of Level 1 units per Level 2 unit (\(n_j\)). The nominal Type I error rate was set at 5%.

\(^a\) Number of replications resulting in a converged solution from which Type 1 error rates were calculated (out of 500, except for results collapsed over conditions).

\(^b\) Covariance matrix of \(a\) and \(b\) estimated by the inverse of the information matrix.

\(^c\) Covariance matrix of \(a\) and \(b\) estimated by the method of Kackar and Harville (1984).
cated multilevel mediation model, one in which the strength of the causal effects depends on other predictors in the model.

**Moderated Multilevel Mediation**

Given evidence of significant random effects for either the $a_j$ or $b_j$ paths, one may wish to add factors to the model to explain this variability (Kenny et al., 2003). A simple version of this model, with a single Level 2 predictor $W$, is diagrammed in Figure 4. Significant prediction of either $a_j$ or $b_j$ by $W$ would represent a case of moderated mediation, in which the strength of the indirect effect of the Level 1 predictor $X$ depends on the Level 2 predictor $W$. The Level 2 predictor may also impact $c_j$. Though this is not a case of moderated mediation as usually defined, significant prediction solely of $c_j$ still alters the balance of direct and indirect effects relative to the total effects and may thus be of substantive interest. The topic of moderated mediation (of several forms) has been explored more extensively for single-level regression models (e.g., James & Brett, 1984; Judd & Kenny, 1981; Lance, 1988; Morgan-Lopez, 2003; Muller, Judd, & Yzerbyt, 2005; Preacher, Rucker, & Hayes, 2006; Wegener & Fabrigar, 2000). We now draw on this literature as well as our preceding developments to propose a strategy for investigating such effects in multilevel models.

The moderated multilevel mediation model diagrammed in Figure 4 has the same Level 1 equations as before, namely,

$$
M_{ij} = d_{Mj} + a_jX_{ij} + e_{Mj},
$$

$$
Y_{ij} = d_{Yj} + b_jM_{ij} + c_j'X_{ij} + e_{Yij}
$$

(13)

but now each random coefficient is expressed as a linear function of $W$ in the Level 2 model:

$$
d_{Mj} = \gamma_{d0} + \gamma_{d1}W_j + u_{dMj},
$$

$$
a_j = \gamma_{a0} + \gamma_{a1}W_j + u_{aj}
$$

$$
d_{Yj} = \gamma_{d0} + \gamma_{d1}W_j + u_{dYj}
$$

$$
b_j = \gamma_{b0} + \gamma_{b1}W_j + u_{bj}
$$

$$
c_j' = \gamma_{c0} + \gamma_{c1}W_j + u_{cj}.
$$

(14)

The assumption of normality previously made for $a_j$, $b_j$, and $c_j'$ in Equation 2 now shifts to the residuals of the random coefficients, designated by the symbol $u$. In particular, these

<table>
<thead>
<tr>
<th>Condition</th>
<th>$N = 25$</th>
<th>$N = 50$</th>
<th>$N = 100$</th>
<th>$N = 200$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_j = 4$</td>
<td>96.43</td>
<td>93.51</td>
<td>93.04</td>
<td>94.08</td>
</tr>
<tr>
<td>$n_j = 8$</td>
<td>93.75</td>
<td>94.12</td>
<td>93.85</td>
<td>94.63</td>
</tr>
<tr>
<td>$n_j = 16$</td>
<td>93.74</td>
<td>94.63</td>
<td>94.76</td>
<td>94.60</td>
</tr>
<tr>
<td>All replications</td>
<td>94.14</td>
<td>94.39</td>
<td>94.10</td>
<td>94.35</td>
</tr>
</tbody>
</table>

*Note.* Results are presented by the number of Level 2 units ($N$) and the number of Level 1 units per Level 2 unit ($n_j$).

$^a$ Covariance matrix of $a$ and $b$ estimated by the inverse of the information matrix. $^b$ Covariance matrix of $a$ and $b$ estimated by the method of Kackar and Harville (1984).
residuals are assumed to be normal with an expected value of zero and a full covariance matrix. The symbol $\gamma$ is reserved for the fixed effects of the model. Note that one may or may not wish to include $W$ as a predictor of all of the random slopes ($a_j, b_j,$ and $c_j$). However, when $W$ is included as a predictor of one of the random slopes for an equation, we strongly recommend that it be included as a predictor of one of the random slopes for an equation, $b$. Covariance matrix of $a$ and $b$ estimated by the method of Kackar and Harville (1984).

Typically, one should always include main effects when evaluating individual mediators. When a Level 2 covariate predicts a random intercept, this results in a main effect. One can see this by forming the reduced form equation for the model (i.e., by substituting the Level 2 equations into the Level 1 equations). To test moderation of the indirect effect, we can either test $\gamma_{a1}$ and $\gamma_{b1}$ separately (the default of most software) or, perhaps preferably, perform a joint test of $\gamma_{a1}$ and $\gamma_{b1}$.

![Figure 4](image.png)

Figure 4. Moderated lower level mediation model: Nested frames indicate levels of sampling, boxes indicate variables, arrows without circles represent fixed effects, arrows with circles represent random effects, and arrows not originating from variables indicate residuals. Note that the arrows from $W$ to the random effects indicate moderation of the hypothesized causal effects. Predictions of $M$ and $Y$ by $W$ are not shown on the diagram but would be included in the model.

(Raudenbush & Bryk, 2002, pp. 58–61). Note that this joint test is only possible with the simultaneous estimation strategy advocated in this article. Regardless of which testing strategy is taken, rejection of the null hypothesis would provide evidence of moderated mediation.

**Note.** Results are presented by the value of fixed effects in the population ($a_0$ and $b_0$) and the covariance of the random effects in the population ($\sigma_{a_j,b_j}$).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Normally distributed $a_j$ and $b_j$</th>
<th>Nonnormally distributed $a_j$ and $b_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal approximation</td>
<td>Monte Carlo method</td>
</tr>
<tr>
<td>$a = b = .3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{a_j,b_j} = -.113$</td>
<td>94.95</td>
<td>95.14</td>
</tr>
<tr>
<td>$\sigma_{a_j,b_j} = 0$</td>
<td>95.07</td>
<td>95.27</td>
</tr>
<tr>
<td>$\sigma_{a_j,b_j} = .113$</td>
<td>93.60</td>
<td>93.72</td>
</tr>
<tr>
<td>$a = b = .6$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{a_j,b_j} = -.113$</td>
<td>93.78</td>
<td>94.21</td>
</tr>
<tr>
<td>$\sigma_{a_j,b_j} = 0$</td>
<td>93.91</td>
<td>94.17</td>
</tr>
<tr>
<td>$\sigma_{a_j,b_j} = .113$</td>
<td>93.51</td>
<td>93.80</td>
</tr>
<tr>
<td>All replications</td>
<td>94.14</td>
<td>94.39</td>
</tr>
</tbody>
</table>

Note. Results are presented by the value of fixed effects in the population ($a_0$ and $b_0$) and the covariance of the random effects in the population ($\sigma_{a_j,b_j}$). $^a$ Covariance matrix of $a$ and $b$ estimated by the inverse of the information matrix. $^b$ Covariance matrix of $a$ and $b$ estimated by the method of Kackar and Harville (1984).

In this special case, Equation 16 is of the same basic form as Equation 5, and we can calculate the sampling variance of the simple indirect effect with the analogue to Equation 9, or

$$\text{Var}(\gamma_{a0} \gamma_{b0} + \sigma_{a_j,b_j}) = \gamma_{a0}^2 \text{Var}(\hat{\gamma}_{b0}) + \gamma_{a0} \text{Var}(\hat{\gamma}_{b0}) + 2 \gamma_{a0} \gamma_{b0} \text{Cov}(\hat{\gamma}_{a0}, \hat{\gamma}_{b0}) + \text{Var}(\hat{d}_{a0,b0})^2 + \text{Var}(\hat{d}_{a0,b0})$$

($\gamma_{a0}^2$, $\gamma_{b0}^2$, and $\sigma_{a_j,b_j}$ are obtained from Equation 15 at various levels of $W$. Inference tests of the simple indirect effects are also possible. Note that in the special case in which $W = 0$, the simple indirect effect obtained from Equation 15 is simply

$$E(a_j,b_j|W = w) = (\gamma_{a0} + \gamma_{a1}W)(\gamma_{b0} + \gamma_{b1}W) + \sigma_{a_j,b_j}$$

When a Level 2 covariate predicts a random slope, this results in a cross-level interaction. Likewise, when a Level 2 covariate predicts a random intercept, this results in a main effect. One can see this by forming the reduced form equation for the model (i.e., by substituting the Level 2 equations into the Level 1 equations). Typically, one should always include main effects when evaluating interactions. See Bauer and Curran (2005) for additional discussion of these issues for multilevel models.
Replacing the population values in Equation 17 with our sample estimates, we can use the normal approximation or MC method to construct a CI for the simple indirect effect at \( W = 0 \).

Given these simplifications, one way to conduct tests of simple indirect effects at other levels of \( W \) is to rescale \( W \) so that the value of interest is equal to zero, much as is often done to evaluate other types of simple effects (e.g., see Aiken & West, 1991). For example, suppose \( w \) is the conditional value of \( W \) that is of interest. We can form a new variable \( W_{CV} = W - w \) that is centered on this value. If we reestimate the model, replacing \( W \) with \( W_{CV} \), the coefficients for the fixed effects will adjust to account for the change in scale, but the model will be equivalent. With these new coefficients, we can now apply Equations 16 and 17 to obtain the estimate and sampling variance of the simple indirect effect at \( W = w \) (or \( W_{CV} = 0 \)). In this way, we can compute a CI for the simple indirect effect at \( W = w \).

The simulation study conducted in the prior section suggests that these CIs will be reasonably accurate when the distributions of the random effects are fairly normal but less so when these distributions are nonnormal.

Similarly, the simple direct effect is

\[
E(c_i|W_j = w) = \gamma_{c_i} + \gamma_{c_i} w. \tag{18}
\]

Here, the test of moderation is carried by a single parameter estimate, \( \gamma_{c_i} \). If this estimate is significantly different from zero, we may wish to compute the simple direct effects of \( X \) on \( Y \). Again, by forming a new variable \( W_{CV} \), centered at a conditional value of interest for \( W \), we can obtain tests of the simple direct effects through the test of \( \gamma_{c_i} \). The simple total effects of \( X \) on \( Y \) are the sum of the simple indirect and direct effects, and inference tests can be conducted on the summed estimates in a similar fashion. More complex methods for probing moderation effects in multilevel models, including the calculation of regions of significance, are given in Bauer and Curran (2005) and could also be extended to moderated mediation models (Preacher et al., 2006).

**Empirical Example**

We now implement the procedures we have outlined with data from a study concerning perceptions of pain and stress in African American adolescents and adults with SCD (Gil et al., 2003, 2004). As noted in the introduction, multilevel models are applicable both to the case of individuals nested within groups and to the case of repeated measures nested within individuals. In this application, the latter structure is present. The 94 participants first completed a baseline interview and were then asked to complete a daily diary each evening for up to 6.5 months. The number of days diaries were completed ranged from 2 to 196, with a median of 69 days (a 75% completion rate). Diaries included three 100-mm visual analogue scales designed to measure the average physical sensation of pain (\( PHYS \)), emotional discomfort of the pain (\( EMOT \)), and level of stress (\( STRESS \)) that the participant experienced over the day. Scores were scaled to range from 0 to 10, with higher values indicating greater pain or stress.

Given the study design, the Level 1 units are the daily reports of pain and stress by the participants, and the Level 2 units are the participants. The model under investigation posits that the experience of physical pain will increase stress but that this effect will be largely mediated by the emotional response to the pain, that is, its perceived unpleasantness. Further, given evidence of individual differences in the direct and indirect effects of physical pain, we seek to explain these differences on the basis of Level 2 covariates collected at the baseline interview (i.e., extending to a moderated mediation model). To simplify our analysis of the data, the model we fit assumes that missing data, including data that are missing due to attrition, are missing at random (Raudenbush & Bryk, 2002, pp. 199–200). In actuality this may be untrue, and a more complex analysis may be required (Schafer & Graham, 2002, provided a review of current approaches to modeling nonignorably missing data). Finally, we used the K-H method for estimating the covariance matrix of the fixed effects and the MC method for estimating 95% CIs for the average indirect and total effects, although in all cases the inferences made would have been identical if we had used the normal approximation method. SAS code for implementing the models presented here is listed on the Web at http://dx.doi.org/10.1037/1082-989X.11.2.142.supp.

For our initial model, the Level 1 equations were specified as

\[
\begin{align*}
\text{Emot}_{ij} &= d_{ij} + a_j \text{Phys}_{ij} + e_{ij} \\quad \text{Stress}_{ij} = d_{ij} + b_j \text{Emot}_{ij} + c_j \text{Phys}_{ij} + e_{ij} \\
\end{align*}
\tag{19}
\]

where the subscript \( i \) references the repeated assessment and the subscript \( j \) references the participant. The coefficients \( a_j \), \( b_j \), and \( c_j \) were all also allowed to be random, and all of the random effects were allowed to covary. Homogeneity of variance of the Level 1 residuals was assumed within each equation, but the residual variances were allowed to differ across equations, as shown here:

\[
\begin{align*}
\text{Var}(e_{ij}) &= \sigma_e^2 \\
\text{Var}(e_{ij}) &= \alpha_i^2. \tag{20}
\end{align*}
\]

Aside from the random effects of the model, serial autocorrelation is a second common source of dependence in daily diary data (Schwartz & Stone, 1998; West & Hepworth, 1991). That is, ratings made close in time to one another are typically more highly correlated than ratings made farther apart in time. Although a variety of methods can be used to...
account for serial autocorrelation (Beal & Weiss, 2003; West & Hepworth, 1991), in the present case we assumed a continuous-time autoregressive structure for both outcomes in Equation 19 following the recommendation of Schwartz and Stone (1998). This error structure assumes that the correlation between the residuals across assessments declines as an exponential function of the time lag between assessments and allows for varying time intervals between assessments. More formally, for any two observations \( i \) and \( i' \), the covariance between the residuals was specified as

\[
\text{Cov}(e_{ei}, e_{e'i'}) = \sigma_r^2 \rho_{r}^{d_{ii'}},
\]

\[
\text{Cov}(e_{sj}, e_{s'j'}) = \sigma_s^2 \rho_{s}^{d_{jj'}},
\]

where \( d_{ii'} \) is the number of days elapsed between observations \( i \) and \( i' \), \( \rho_{r} \) is the autoregressive parameter for emotional reactions to pain, and \( \rho_{s} \) is the autoregressive parameter for stress ratings. We estimated the full model with restricted maximum likelihood using the specification strategy detailed earlier in the article.

The results for the initial model are reported in Table 6. All three causal paths, \( a_j \), \( b_j \), and \( c'_j \), varied significantly across persons and, on average, were positive and significantly different from zero. To better understand this pattern of effects, we next estimated the expected value and variance of the random indirect and total effects, \( a_j b_j \) and \( a_j b_j + c'_j \), respectively. The formulas for the variances require normality of the random effects to be exact, so we first checked this assumption by plotting the distributions of the empirical Bayes estimates for the random coefficients. We noted some nonnormality, as depicted in Figure 5 for the \( a_j \) and \( b_j \) estimates.

Next, noting that the covariance between \( a_j \) and \( b_j \) was estimated as .01 (\( r = .26 \)), we determined the estimated average indirect effect to be .29 (95% CI = .16, .41) and the estimated average total effect to be .43 (95% CI = .36, .51). Given the nonnormality of the random effects, the results of our simulation study suggest that these CIs may be too narrow and should be interpreted with caution. In contrast, the effect estimates are probably unbiased, indicating that, on average, about 67% of the total effect of physical pain on stress was indirect (mediated by the emotional reaction to pain). Individual differences in the indirect effect were characterized by Equation 6 to have a variance of .11 (SD = .33). The variance of the total effect across participants was estimated from Equation 8 to be .08 (SD = .29). Although it may at first appear odd that the variance of the total effect was less than the variance of the indirect effect, the reason for this finding is that the direct effect was negatively correlated with both components of the indirect effect. That is, as the indirect effect went up, the direct effect went down, and vice versa, resulting in less variability in the total effect than in the indirect effect.

Table 6

Empirical Analysis Results

<table>
<thead>
<tr>
<th>Effect</th>
<th>Estimate</th>
<th>SE</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed (average) effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( d_r )</td>
<td>0.028</td>
<td>0.026</td>
<td>-0.025</td>
<td>0.081</td>
</tr>
<tr>
<td>( d_s )</td>
<td>1.050</td>
<td>0.013</td>
<td>0.794</td>
<td>1.306</td>
</tr>
<tr>
<td>( a )</td>
<td>0.909</td>
<td>0.014</td>
<td>0.880</td>
<td>0.937</td>
</tr>
<tr>
<td>( b )</td>
<td>0.302</td>
<td>0.069</td>
<td>0.163</td>
<td>0.441</td>
</tr>
<tr>
<td>( c' )</td>
<td>0.148</td>
<td>0.059</td>
<td>0.029</td>
<td>0.267</td>
</tr>
</tbody>
</table>

| Level 1 residual structure | | | | |
| \( \sigma_{r}^2 \) | 0.206 | 0.003 | 0.199 | 0.212 |
| \( \sigma_{s}^2 \) | 2.501 | 0.046 | 2.417 | 2.596 |
| \( \rho_{r} \) | 0.059 | 0.014 | 0.031 | 0.087 |
| \( \rho_{s} \) | 0.296 | 0.012 | 0.272 | 0.320 |

<table>
<thead>
<tr>
<th>Covariance/correlation matrix of random effects</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( d_{rj} )</td>
<td>0.050</td>
<td>0.275</td>
<td>-0.276</td>
<td>-0.140</td>
<td>0.321</td>
</tr>
<tr>
<td>2. ( d_{sj} )</td>
<td>0.070</td>
<td>1.319</td>
<td>-0.040</td>
<td>-0.346</td>
<td>0.104</td>
</tr>
<tr>
<td>3. ( a_i )</td>
<td>-0.007</td>
<td>-0.005</td>
<td>0.014</td>
<td>0.258</td>
<td>-0.228</td>
</tr>
<tr>
<td>4. ( b_i )</td>
<td>-0.011</td>
<td>-0.137</td>
<td>0.011</td>
<td>0.119</td>
<td>-0.495</td>
</tr>
<tr>
<td>5. ( c'_j )</td>
<td>0.016</td>
<td>0.026</td>
<td>-0.006</td>
<td>-0.037</td>
<td>0.048</td>
</tr>
</tbody>
</table>

*The variances of the random effects are shown on the diagonal, the covariances of the random effects are shown below the diagonal, and the correlations among the random effects are shown above the diagonal.*
To better understand individual differences in the strength of the direct, indirect, and total effects, we next extended the model we have described by adding a Level 2 predictor. The predictor of interest was the number of major acute complications of SCD (ACUTE) the patient reported having experienced within the past year. This predictor was added to the equation for each random effect. Of greatest interest was whether acute complications of SCD would moderate the indirect effect, or \( ab \). The coefficient estimates indicated that higher levels of acute complications reduced the role of emotional reactions to pain as a mediator between physical pain and stress; however, the simultaneous test of these coefficients was not significant, \( \chi^2(2) = 4.75, p = .093 \). In contrast, higher levels of acute complications appeared to increase the direct effect of physical pain on stress, but this was also not significant, \( t(24.4) = 1.82, p = .080 \).

Given that the moderating effects of ACUTE on the three causal paths were nonsignificant, the analysis would typically end here. However, simply to demonstrate the methodology described in the preceding section, we proceeded to probe the simple direct, indirect, and total effects of physical pain on stress at each observed count of acute complications, zero through six. As can be seen in Figure 6, although the total effect was relatively unaffected by the moderator, the balance of the direct and indirect effects shifted markedly. For participants reporting zero acute SCD complications in the past year, the effect of physical pain on stress was essentially all indirect. As the number of acute SCD complications reported by the participant rose, however, this indirect effect diminished to nearly zero, and the direct effect of physical pain on stress increased to higher levels. Inferential tests of the simple direct and indirect effects revealed significant indirect effects for participants.
reporting four or fewer acute SCD complications in the past year and significant direct effects for participants reporting three or more complications. The simple total effects were relatively stable and statistically significant across all observed levels of acute SCD complications.

Epistemological Issues in Assessing Mediation

Having established and demonstrated procedures for evaluating hypotheses of lower level mediation in multilevel models, we now review several important epistemological issues that must be considered whenever mediation is to be assessed. The foremost assumption of any mediation model is that the distal predictor and the mediator exert causal effects on their respective dependent variables. Necessary preconditions for causal inference are that (a) the variables involved must covary with each other, (b) causes must occur before their presumed effects, and (c) sources of spurious covariation should be eliminated (Frazier, Tix, & Barron, 2004). To satisfy the second condition, $X$ should be measured prior to $M$ and $M$ should be measured prior to $Y$ whenever possible (Gollob & Reichardt, 1987, 1991). To satisfy the second condition, $X$ should be measured prior to $M$ and $M$ should be measured prior to $Y$ whenever possible (Gollob & Reichardt, 1987, 1991). Experimental manipulation of $X$ can greatly strengthen the causal inference, as can secondary manipulation of $M$ (Spencer, Zanna, & Fong, 2005). With respect to the third condition, MacKinnon et al. (2002) and Holland (1988) noted that the independence assumption made for the cross-equation residuals in Equation 1 is particularly questionable. Violation of this assumption can occur in a number of ways, including the omission of important variables, the presence of common method variance, and model misspecification. The result may be bias in the indirect effect estimate. Confidence in the independence assumption can be increased through the inclusion of potential common causes of $Y$ and $M$ (other than $X$) in the model and through the use of multiple methods of data collection. Further recommendations for improving causal inferences can be found in Berk (1988, 2004), Cole and Maxwell (2003), Gollob and Reichardt (1987, 1991), and Hoyle and Robinson (2004).

With regard to model specification, one issue that is unique to the lower level mediation model is the partitioning of the covariance structure for the Level 1 observations. If the Level 1 residual covariance structure is not correctly specified, then this may lead one to overestimate the variance components for the random effects. As a consequence, one could conclude that there is more heterogeneity in the hypothesized causal effects of the model than is in fact present in the population of Level 2 units. A second specification issue unique to the multilevel setting is which effects should have random versus fixed components. This issue is important because misspecification of the random effects could also bias the indirect effect estimate. Ideally, the theoretical model of the causal processes will indicate which of the causal effects may show heterogeneity across Level 2 units. If, however, theory does not provide strong guidance, then researchers may wish to empirically evaluate the issue by including random effects for each causal path and assessing the magnitude of the estimated variance components for these effects.

In our view, it is rarely the case that an investigator is able to address all of the aforementioned issues simultaneously. For instance, for the SCD analyses we have presented, the

Figure 6. Bars indicate the decomposition of the average causal effect of physical pain on stress into a direct effect and an indirect effect through emotional reactions to pain. The total height of each column conveys the magnitude of the total effect, with the exception of the first column, where the direct effect is negative and the total effect is indicated with a white horizontal line. Note that the total effect of physical pain on stress is relatively constant but that the mediation of this effect by emotional reactions to pain wanes as the severity of sickle cell disease (SCD) increases.
measures are contemporaneous, and questions could be raised about whether the causal effects are in the correct direction (or bidirectional), whether the estimates are inflated by common method variance, and whether an autoregressive structure was sufficient to capture the over-time residual correlations. Like the SCD analyses, definitive evidence of mediation is often not obtained from a single model; instead, multiple studies are typically necessary.

Limitations and Future Directions

Although we believe that the simultaneous approach we have proposed to modeling random indirect effects in $1 \rightarrow 1 \rightarrow 1$ multilevel mediation models has a number of strengths, we would be remiss if we did not also note its limitations. First, our simulation study considers only a small set of the possible conditions that might be encountered in practice. Indeed, our own analysis of the SCD data involves unbalanced data, potentially nonrandom attrition, and serial dependence, none of which is considered in the simulation study. We thus view our results as a preliminary indication of when and where the performance of the proposed procedures can be expected to suffer when the assumptions of the model are unmet, but more studies are needed to make more definitive conclusions.

One clear implication of our simulation study is that additional thought must be given to the best way to accommodate nonnormal random effects. One possibility is to retain the current model but implement a nonparametric bootstrap. Recently, Pituch, Stapleton, and Kang (in press) evaluated bootstrapping for conducting tests of mediation in multilevel models and obtained promising results. Their research was, however, restricted to models with normally distributed random effects and without random indirect effects. Unfortunately, the computational burden involved in bootstrapping the more complex models we consider may be prohibitive. For instance, the initial model we fitted to the SCD data took 40 min to estimate. Running the same model on 1,000 resampled data sets would thus take about 28 days of computing time. Some way must be found to improve the efficiency of the process if bootstrapping is to be a feasible option for these models.

An additional limitation of the present approach is that the model requires that the residuals for the mediator and the distal outcome be uncorrelated, an assumption that may not hold for reasons discussed in the prior section. For single-level models, one can potentially address this assumption by using a structural equation model (SEM) in which $M$ and $Y$ are latent variables and the residuals of the indicators for the latent variables covary across constructs (see, e.g., Bollen, 1989, p. 324). SEMs also account for potential measurement error in the observed variables and can be used to partial out common method variance (Bollen & Paxton, 1998; Kenny & Zautra, 2001). Despite many recent advances in multilevel structural equation modeling, however, it is currently infeasible to estimate a $1 \rightarrow 1 \rightarrow 1$ mediation model with random direct and indirect effects among the latent variables. The principal difficulty is that the typical estimators for multilevel SEMs allow for random intercepts but not random slopes (Bentler & Liang, 2003; Goldstein & MacDonald, 1988; B. O. Muthén, 1994; B. O. Muthén & Satorra, 1995). In principle, maximum likelihood with numerical integration (L. K. Muthén & Muthén, 2004) or Bayesian estimation techniques (Ansari, Jedidi, & Dube, 2002) can be used to include random slopes in a multilevel SEM. Future research should explore the potential use of these new methods with $1 \rightarrow 1 \rightarrow 1$ models for latent variables.

A number of practical difficulties may also be encountered by applied researchers wishing to fit these models. Foremost, in prototypical form, the model includes two random intercepts and three random slopes. In general, the estimation of a multilevel model becomes more difficult and computationally demanding as the number of random effects increases, and the present case is no exception. The identification of the variance components depends heavily on the number of Level 1 observations per Level 2 unit, whereas the accuracy with which they are estimated depends on the number of Level 2 units (Hox, 2002). In our simulation study, we encountered serious difficulty estimating the model when the number of Level 1 observations was small (e.g., four). Given this, certain kinds of study designs are more likely to permit the estimation of this model than others. For instance, studies using ecological momentary assessment (e.g., diary studies) typically yield many observations per unit and hence may be ideally suited for the estimation of lower level mediation models. In contrast, studies with fewer observations per unit may not support the estimation of five random effects, forcing the investigator to simplify the model by removing one or more random effects.

Conclusions

The ability to investigate heterogeneity in causal effects is one of the most attractive features of multilevel models. Most approaches for investigating mediation in multilevel models have, however, exclusively focused on fixed causal effects. In an important next step, Kenny et al. (2003) proposed an approach to evaluating $1 \rightarrow 1 \rightarrow 1$ mediation when the causal paths are random. In this model, the direct, indirect, and total effects vary in strength across the Level 2 units of the population. The present article extends the work of Kenny et al. (2003) in two important ways. First, we present a simultaneous modeling approach that provides all of the necessary information to calculate the variances of the random indirect and total effects as well as the standard errors of the average indirect and total effects. We believe that the formulas for calculating these standard errors are new results. Additionally, this simultaneous modeling ap-
proach offers the opportunity to conduct tests of moderated mediation when the components of the random indirect effect are predicted by a Level 2 variable. Second, we provide an initial study of the robustness of the estimates and CIs for the average indirect effect using simulation methodology. This study indicates that the estimate of the average indirect effect was unbiased under most conditions. The CIs also provided fairly accurate coverage rates when the random effects were normal, although they were too narrow when the random effects were nonnormal. With this caveat in mind, we believe that the developments we have presented offer applied researchers an improved approach for estimating indirect effects in $1 \rightarrow 1 \rightarrow 1$ multilevel mediation models. Future developments such as those we have suggested may offer further improvements, enabling applied researchers to more fully address hypotheses of mediation in multilevel data structures.
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Appendix

Derivation of Variance Estimates

This appendix addresses the derivation of four variances mentioned in the text:

1. variance of the indirect effect among Level 2 units (Equation 6),
2. variance of the total effect among Level 2 units (Equation 8),
3. sampling variance of the mean estimated indirect effect (Equation 9), and
4. sampling variance of the mean estimated total effect (Equation 10).

All derivations that follow rely on a large statistics literature stretching back to the 1930s addressing the distribution of the product of two random variables. The variances may be derived in a number of ways; for the sake of brevity, we rely on proofs using a second-order elaboration of the well-known multivariate delta method (Rao, 1965) for deriving the variance of an approximated function of variables. The idea behind this method is to expand the function of interest using a second-order Taylor series around the population means of the variables involved and then to find the variance of this expression. Under the assumption of normality, this method yields an exact result for the variances needed here.

Heterogeneity of the Indirect Effect Among Level 2 Units (Equation 6)

Kenny et al. (2003, Equation 11) quantified the variability of this indirect effect in multilevel modeling as

$$\text{Var}(a_j b_j) = b^2 \sigma_b^2 + a^2 \sigma_a^2 + \sigma_{ab}^2 + 2ab \sigma_{ab} \sigma_{b}. \quad (A1)$$

In what follows, we use a second-order elaboration of the multivariate delta method for deriving the variance of a function of random variables. In compact matrix notation,

$$\text{Var}(g) = D^T \Sigma(\theta) D + \frac{1}{2} \text{tr}[(H \Sigma(\theta))^2], \quad (A2)$$

where $\theta$ is a vector of the variable elements of $g$, $D$ is the gradient (vector of first derivatives) of $g$ with respect to $\theta$ evaluated at the means of $a$ and $b$, $H$ is the Hessian (matrix of second derivatives) of $g$ with respect to $\theta$, and $\Sigma(\theta)$ is the covariance matrix of $\theta$. When $g = a_j b_j$, $(\delta g/\delta a)_{a,b} = b$ and $(\delta g/\delta b)_{a,b} = a$, and hence $D' = [b \ a]$. Here,

$$\Sigma(\theta) = \begin{bmatrix} \sigma_a^2 & \sigma_{ab} \sigma_{b} \\ \sigma_{ab} \sigma_{b} & \sigma_b^2 \end{bmatrix} \quad (A3)$$

and

$$H = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}. \quad (A4)$$

so

$$\text{Var}(g) = a^2 \sigma_a^2 + b^2 \sigma_b^2 + \sigma_{ab}^2 + 2ab \sigma_{ab} \sigma_{b}. \quad (A5)$$

Heterogeneity of the Total Effect Among Level 2 Units (Equation 8)

Kenny et al. (2003) represented variability in the total effect by

$$\text{Var}(a_j b_j + c_j^*) = b^2 \sigma_b^2 + a^2 \sigma_a^2 + \sigma_{ab}^2 + 2ab \sigma_{ab} \sigma_{b} + 2b^2 \sigma_{c}\sigma_{b} + 2ab \sigma_{c}\sigma_{b}. \quad (A6)$$

Again, in matrix notation,

$$\text{Var}(g) = D^T \Sigma(\theta) D + \frac{1}{2} \text{tr}[(H \Sigma(\theta))^2]. \quad (A7)$$

When $g = a_j b_j + c_j^*$, $(\delta g/\delta a)_{a,b,c} = b$, $(\delta g/\delta b)_{a,b,c} = a$, and $(\delta g/\delta c)_{a,b,c} = 1$, and hence $D' = [b \ a \ c]$. Here,

$$\Sigma(\theta) = \begin{bmatrix} \sigma_a^2 & \sigma_{ab} \sigma_{b} & \sigma_{ac} \\ \sigma_{ab} \sigma_{b} & \sigma_b^2 & \sigma_{bc} \\ \sigma_{ac} & \sigma_{bc} & \sigma_{c}^2 \end{bmatrix} \quad (A8)$$

and

$$H = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}. \quad (A9)$$

so

$$\text{Var}(g) = a^2 \sigma_a^2 + b^2 \sigma_b^2 + \sigma_{ab}^2 + \sigma_{ac}^2 + 2ab \sigma_{ab} \sigma_{b} + 2b^2 \sigma_{c}\sigma_{b} + 2ab \sigma_{c}\sigma_{b} + 2b^2 \sigma_{c}\sigma_{c}. \quad (A10)$$

Sampling Variability of the Mean Estimated Indirect Effect (Equation 9)

The sampling variance of the mean estimated indirect effect may be obtained by similar procedures. The mean indirect effect is

$$g = ab + \sigma_{a,b}. \quad (A11)$$

Using the second-order delta method requires the gradient and Hessian of $g$ and the asymptotic covariance matrix of parameter estimates. Here, $D' = [b \ a \ 1]$,

$$H = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}. \quad (A12)$$

and
\[ \Sigma(\theta) = \begin{bmatrix} \sigma_a^2 & \sigma_{ab} & 0 \\ \sigma_{ab} & \sigma_b^2 & 0 \\ 0 & 0 & \sigma_{\phi a,b}^2 \end{bmatrix} \]  
(A13)

(Asymptotic covariances between fixed and random effect parameters are zero). Thus,

\[
\text{Var}(g) = D'\Sigma(\theta)D + \frac{1}{2}\text{tr}\{(H\Sigma(\theta))D\} = b^2\sigma_d^2 \\
+ a^2\sigma_a^2 + c^2\sigma_b^2 + 2ab\sigma_{ab} + (\sigma_{\phi})^2 + \sigma_{\phi a,b}^2.
\]  
(A14)

In practice, the sample estimates of these quantities are substituted for their population counterparts.

**Sampling Variability of the Mean Estimated Total Effect (Equation 10)**

The mean estimated total effect is

\[ g = ab + c' + \sigma_{a,b}. \]  
(A15)

Using the second-order delta method requires the gradient and Hessian of \( g \) and the asymptotic covariance matrix of parameter estimates. Here, \( D' = [b \ a \ 1 \ 1] \).

\[
H = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},
\]  
(A16)

and

\[
\Sigma(\theta) = \begin{bmatrix} \sigma_a^2 & \sigma_{ab} & \sigma_{a,c} & 0 \\ \sigma_{ab} & \sigma_b^2 & \sigma_{b,c} & 0 \\ \sigma_{a,c} & \sigma_{b,c} & \sigma_c^2 & 0 \\ 0 & 0 & 0 & \sigma_{\phi a,b}^2 \end{bmatrix}.
\]  
(A17)

Thus,

\[
\text{Var}(g) = D'\Sigma(\theta)D + \frac{1}{2}\text{tr}\{(H\Sigma(\theta))D\} \\
= b^2\sigma_d^2 + a^2\sigma_a^2 + 2ab\sigma_{ab} + 2b\sigma_{a,c} + 2a\sigma_{b,c} \\
+ \sigma_{\phi a,b}^2 + \sigma_{\phi b,c}^2 + \sigma_{\phi c}^2 + (\sigma_{\phi})^2.
\]  
(A18)

In practice, the sample estimates are substituted for their population counterparts.